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Random Forest
Combination of decision trees used to predict the observation

The decision trees are formed based on any of the following
Random selection of features / attributes 

Random selection of data 

The prediction is based on ensemble method bagging
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Random Forest
Combination of decision trees used to predict the observation

The decision trees are formed based on any of the following
Random selection of features / attributes 

Random selection of data 

The prediction is based on ensemble method bagging

Ensemble methods is a machine learning technique that combines several 
base models in order to produce predictionhtt
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Random Forest
Combination of decision trees used to predict the observation

The decision trees are formed based on any of the following
Random selection of features / attributes 

Random selection of data 

The prediction is based on ensemble method bagging
Bagging: 
Votes are taken from forest of decision trees and prediction is done  based on majority
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Random Forest

Step 1: Test data feed to the n decision trees

n trees

Test
Data
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Random Forest

Step 2: Evaluation of individual decision tree starts

n trees

Test
Data
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Random Forest

Step 3: Individual prediction of decision trees feed to Bagging 
Block

n trees

Test
Data

Bagging 
(Ensemble
Method)
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Gradient Boosting Tree
Type of sequential ensemble method – Boosting

Group of decision trees connected sequentially 

Boosting algorithms converts weak learners to strong 
learner

Objective is to reduce error in prediction (MSE generally used)

where, yi is ith target value, ypi is ith prediction

The base learners (decision trees) are generated sequentially 

The base learner uses gradient descent and update prediction 
based on a learning rate

The next learner is feed with weighted previously mislabelled 
instances to enhance overall performance

 
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Gradient Boosting Tree

…

n trees

Test
Data

Output

Step 1: Instance of test data is feed to the first decision tree
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Gradient Boosting Tree

…

n trees

Test
Data

Output

Step 2a: Evaluation of first decision trees starts and feed 
prediction to second decision treehtt
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Gradient Boosting Tree

…

n trees

Test
Data

Output

Step 2.(n-1): Sequentially the prediction of the previous decision 
tree feed to the next decision tree htt
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Gradient Boosting Tree

…

n trees

Test
Data

Output

Step 2.n: Sequentially evaluation reaches to the last decision 
tree htt
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Gradient Boosting Tree

…

n trees

Test
Data

Output

Step 3: Prediction is obtained as output from the last decision 
tree htt
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