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Linear Discriminant Analysis
(LDA)



Limitations of PCA

Assumed that the 15t Principal Component also contains the most
information

— In some cases, the highest variance may not be observed by the
principal component.

Dependent on linear assumptions.

Scale Variant

— PCA does not affect the scale of the data
— No data normalization in PCA

— Change in scale of one variable=> different results



LDA

e Linear Discriminant Analysis
— Supervised linear transformation

— Used for maximizing the separation between multiple
classes.

— Used in feature extraction

* LDA may be used as classifier and for
dimensionality reduction.



LDA

* Assumptions in case LDA is used as classifier
— Normally distributed data

— ldentical covariance matrices for each class

* Not applicable in case of dimensionality
reduction



Reducing a 2-D graph to a 1-D graph

A 2-D graph (aka X/Y Graph)
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e of L

f 1
Gene Y *

Gene X




Reducing a 2-D graph to a 1-D graph

One bad
option would
be to ignore
Gene Y

. Y v ,‘
Gene X

This way is bad because it ignores the useful information that Gene Y provides...

Projecting the genes onto the Y-axis (i.e. ignoring Gene X) isn’t any better



Reducing a 2-D graph to a 1-D graph with LDA
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Reducing a 2-D graph to a 1-D graph with LDA

More Y transcripts

Gene Y
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LDA uses both genes to create a new axis...

..and projects the data onto this new axis in a way to maximize
the separation of the two categories.



Reducing a 2-D graph to a 1-D graph with LDA
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LDA uses both genes to create a new axis...

..and projects the data onto this new axis in a way to maximize
the separation of the two categories.



How LDA creates a new axis...

The new axis is created according to two
criteria (considered simultaneously):

1) Maximize the distance between Let’s call (g~ u)
means. d for distance.
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2) Minimize the variation (which LDA calls
“scatter” and is represented by s? ) within
each category.



An example showing why both distance and
scatter are important.

The separation
isn't great...

If we only maximize
the distance between
means...

We get nice separation!

However, if we
optimize the distance
between means and
scatter... >




Steps for LDA

.X, is a set of n (N X 1) vectors

* @Given Xy, Xy, ...

Take mean of
N X 1 matrix for d
dimensional data

v

Develop Within class
Scatter matrix (S,y)

Develop Between
Class scatter matrix

(Sp)

Calculate the eigenvectors
and eigenvalues of S,1Sg

N

Sort eigenvectors in
decreasing order
according to eigenvalues

Choose k eigenvectors with
largest eigenvalues to form <
d X k dimensional matrix T s~o

represents an
eigenvector

l Each column

Final data — transform
using d X k matrix

Transformed data=
Original data X [d X k]



Steps for LDA

* Consider an example with n classes and N features
* Calculate the mean vector m,

1251
m = |:

l
Uy

Wherei=n=1,2,3



Steps for LDA

* Calculate the within class scatter matrix S,

c
Sy = z S;
=1

S, = J;i(x -—m)(x—m)T

where



where

Steps for LDA

* Calculate the within class scatter matrix S,

C
Sy = z S,
i=1 )
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Steps for LDA

* Calculate the within class scatter matrix S,
Cc
sw= '
i=1

S, = 2 (x —my)(x—m)7

XEDIi

* Calculate the between class scatter matrix Sy

Sp = ; N,(m, —m)(m, — m)"

where



Steps for LDA

* Calculate the within class scatter matrix S,
Cc
Sw= '
i=1

S, = z (x —my)(x—m)7

X€EDIi

* Calculate the between class scatter matrix Sy

Sy = ZC: N.(m, W)T
i=1

Overall mean

where



Steps for LDA

* Calculate the within class scatter matrix S,
Cc
Sw= '
i=1

S, = z (x —my)(x—m)7

X€EDIi

* Calculate the between class scatter matrix Sy
c

= P mg -

Sample mean

where

Sample size



Steps for LDA

Calculate eigenvectors and eigenvalues

— Eigenvectors give the direction of the distortion of a linear
transformation

— Eigenvalues give the scaling factors for the eigenvectors
— Eigenvalues = the axes for the new feature subspace

Sort eigenvectors =2 choose eigenvectors with the largest
eigenvalues

Transform samples onto new subspace!



LDA for 3 categories
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This is the same
equation as before, but
now there are terms
for the blue category.



What is the difference between LDA & PCA?

>

Feature 2

»
Feature 1





